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Two-Dimensional Mapping of the Microwave
Potential on MMIC’s Using Electrooptic Sampling

Dag Roar Hjelme, Michael John Yadlowsky, and Alan Rolf Mickelson

Abstract— An accurate technique for mapping the two-
dimensional microwave potential in microwave circuits has been
developed and tested. Using the direct electrooptic sampling
technique and a de-embedding algorithm to remove substrate
variation induced measurement errors, accurate two-dimensional
potential maps with a dynamic range of 50 dB and spatial res-
olution of 10 ym are obtained. De-embedding of the microwave
potential from the measured, electrooptically modulated signal
is achieved by deducing the substrate parameters from the
measured average reflected optical power. Once the substrate is
characterized, the microwave potential can be calculated from
the electrooptic signal. The de-embedding procedure technique
was successfully tested on a through-line and an open-end line of
a TRL microstrip calibration standard.

1. INTRODUCTION

WO-DIMENSIONAL (2D) maps of the microwave fields

within a circuit can provide a powerful tool for studying
the fundamental properties of wave propagation in various
high-speed devices and circuits. For example, a 2D field
distribution can provide significant insight into the process of
scattering off transmission line discontinuities, the operation
of active devices, and the distribution of energy in resonant
structures. Furthermore, 2D field maps could be extremely
useful as a diagnostic tool for testing and fault detection on
large circuits, since these maps contain information that is not
readily obtained from terminal characteristics.

The exact solution of Maxwell’s equation for the field
distribution near a transmission line discontinuity is very
difficult. Nevertheless, it is this local field distribution that
is needed to understand the scattering properties of the fun-
damental propagation mode at a discontinuity, and therefore
the scattering matrix of a junction. A measurement of the
2D field distributions would provide a better understanding
of the scattering process and make it possible to validate
numerical models. In multimoded waveguides or cavities with
complicated geometries, the solution of Maxwell’s equation
can be even more difficult. Until recently, the eigenmodes of
these structures have been inaccessible to experiments, and
consequently there has been no direct experimental validation
of numerical solutions. Additionally, in active devices (as in
passive devices), many of the transient physical processes

Manuscript received June 9, 1992; revised October 20, 1992. This work
was supported by the NSF Industry/University Cooperative Research Center
for Microwave/Millimeter Wave Computer Aided Design under Grant CDR-
8722832, and by the Office of naval Research under Grant ONRN00014-92-
1190.

The authors are with the Depaitment of Electrical and Computer Engineer-
ing, University of Colorado, Boulder, CO 80309-0425.

IEEE Log Number 9209347.

determining the device characteristics manifest themselves as
rapid variation of the electric field over an extended region.
New insight into the device performance could be obtained by
measuring the space/time dependence of the electric field in
the vicinity of the device.

Early attempts to measure the electric field in open wave-
guides relied on various modifications of a coaxial probe. Most
of this early work was concerned with measuring standing
waves (1D field distributions). Measurements using a probe
traveling above the strip conductor of a microstrip [1], a
probe in the microstrip ground plane [2], and a coaxial probe
running above a dielectric image line [3] have been reported.
Due to the mechanical nature of these probes, the accuracy
and spatial resolution of these techniques were quite limited.
Recently, a magnetic field probe suitable for high-frequency
measurements has been reported [4], [S]. However, being a
mechanical probe (although noncontact), its spatial resolution
was limited to several tens of micrometers, therefore making
accurate nearfield measurements on monolithic microwave
integrated circuits (MMIC’s) difficult.

Recently, two-dimensional mapping techniques of micro-
wave fields has been reported by a number of groups. Sridhar
[6] used a cavity perturbation technique to study the eigen-
modes in chaotic microwave cavities, and McCall et al. [7]
probed through an array of small holes in a waveguide to get
a spatial mapping of the electric field within a dielectric lattice.
Stearns [8] measured two-dimensional spatial maps of high-
voltage pulses inside vacuum waveguides with an electrooptic
sampling technique that employed a small (0.8 mm on the
side) LiTaOj; crystal probe. By moving the probe crystal with
respect to the waveguide, a 2D map of the voltage was
obtained with a 0.25 mm tresolution which was determined
by the probe beam diameter. Kingsley et al. {9], [10] com-
bined electrooptic sampling with imaging technology to study
the fields in high-power photoconductive switches. Using an
LiTaOs crystal on top of the photoconductive switch, and syn-
chronizing the sampling laser system to the 30 Hz video rate
of the CID camera detector, they could map spatial variations
of the field without requiring translation of the sampling point
across the crystal. However, the technique was limited by its
low sensitivity (200 V/cm) and low repetition rate (30 Hz).
Furthermore, such crystal probes are intrusive because an
external crystal with very high microwave dielectric constant
(e ~ 40) in close contact with the surface perturbs the fields.

Other techniques, including E-beam [11] and photoemis-
sive probing [12], have been developed for logic circuits.
These techniques make it possible to measure the voltage
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distribution on conductors with excellent spatial resolution.
Two-dimensional logic-state mappings with a sensitivity of
0.2 V have been demonstrated. A “time-resolved optical beam
induced current method” has also been used for 2D logic-
state maps [13]. However, for accurate nearfield mapping
in MMIC’s, these techniques cannot easily compete with
the electrooptic probing technique because of their limited
dynamic range.

In this paper, we will describe how the direct electrooptic
sampling technique can be used for two-dimensional mi-
crowave potential mapping on MMIC’s. The direct electroop-
tic probing technique [14] uses the electrooptic properties of
a circuit substrate to serve as a probing mechanism. This is
ideal for two-dimensional mapping in planar circuits, since the
probe is fully distributed. However, unlike most measurement
techniques, the piece to be measured (over which one has
least control) is the sensor, and unless the probing pulse
is much shorter than the transit time through the substrate,
substrate nonuniformities will strongly affect the accuracy
of the field measurements [15]. Therefore, to be useful in
applications where a comparison between different spatial
points is necessary, a de-embedding technique is needed.
Recently, we developed a technique for de-embedding these
measurement variations from the electrooptic measurements,
thereby opening the possibility of calibrated optical prob-
ing measurements [15]. Extending this technique to two-
dimensional measurements, accurate field measurements with
good spatial resolution become possible. In this paper, we will
present a de-embedding procedure based on our earlier model
of the direct electrooptic probing system [15]. In addition to
the parameters in that model, the substrate front and backside
reflectivities and substrate optical roundtrip phase, we extend
the model to include surface roughness by accounting for
phase variation across the probe beam. The utility of the
de-embedding procedure is demonstrated by determining the
two-dimensional potential distribution on GaAs microstrip
circuits from electrooptic sampling measurements.

In the next section, we present the theoretical basis for
the de-embedding procedure. From a Jones matrix analysis
of the electrooptic sampling system, we derive the general
form of the receiver signal. The optical properties of the
circuit substrate are ‘included by modeling the effect of the
ground plane adhesion layer and surface roughness. Based
on this model, a measurement procedure and data processing
technique to accomplish the de-embedding are presented in
Section II-C. In Section III, we present results of applying
the proposed de-embedding procedure to electrooptic sampling
measurements. The procedure is used to correct 2D potential
distributions measured on microstrip calibration standards.
Some possible future developments and improvements of the
technique are discussed in Section IV.

II. THEORY

A. The Electrooptic Sampling System

In the standard configuration for reflection-mode direct
electrooptic probing considered here (Fig. 1), a polarizing
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beam splitter (PBS) and two retardation plates (WP) are used
to prepare the polarization state of the incident probing beam
and to separate out the reflected beam. In practice, a number
of steering mirrors and beam samplers may also be used to
deliver the probe beam to the sampling point and to illuminate
and image the circuit. The Jones matrix relating the inci-
dent polarization state to the output polarization state can be
written as

M= MywalwaZMmMst]M'wp2wale
= M, M,M,M;M, (1)

where M, represents the circuit subsirate, M, describes
any polarization dependent losses in the steering mirrors
and any other optics in the beam path, M,,,, is the ith
waveplate, and M,y is the polarizing beam splitter. For
convenience, we have defined M, = Myp1 Mypo My, and
M, = MpMuypaMypi. Except for M,, the forms of these
matrices are well known. M, can be split into two matrices.
The first represents the reflection from the substrate with
no microwave field applied, while the second represents the
electrooptically modulated (phase retarded) part of the re-
flected optical field. With a nonzero front surface reflectivity,
the circuit substrate forms an etalon with a total reflection
coefficient given by

—7§ + Tpe T b0
1 —rprpe¢o

(o) = 2
where ry and 7;, are the effective reflection coefficients of
the front and back surfaces of the GaAs substrate, and ¢y is
the roundtrip phase delay of the etalon. The total phase retar-
dation experienced by the optical field within the substrate is
proportional to [ E,, - dl, where E,, is the applied microwave
field and [ is the path of the optical probing beam which
may include multiple passes through the substrate. For a probe
pulse which is long compared to the roundtrip optical transit
time, the average number of passes is equal to the substrate
etalon storage time divided by the roundtrip time. For a general
etalon, this ratio is given by the phase derivative of the etalon
reflection coefficient. Based on our earlier analysis [15], we
can write M, as

Do) daur(60) ¢
2 7(¢o)
where [ is the identity matrix, I'(w,,) is the electrooptically
induced phase retardation (at a microwave frequency wp,)

M, = T(‘;SO) I+ (3)
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A general schematic of the electrooptic sampling system for
reflection-mode probing.

Fig. 1.
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experienced by an optical field in one pass through the
substrate, and S is a matrix whose value depends on the
orientation of the GaAs substrate crystal axes. With the x- and
y-axis representing the [110] and ﬁl()] direction in GaAs, S
can be written as

S = [é _01} (4)

Assuming the input field is x-polarized, we can relate the
input and output fields according to

E, = (M,M,M;)y, E; . )

The receiver signal (photo current) is proportional to the time
averaged output intensity (I,} « (E,E}), where the angular
brackets denote time averaging. Using (3) and expanding the
time averaged output intensity to first order in the phase
retardation T' yields

() = lr(qso)l’{uMoMi)mF L 2Re

. [F(Aw) 84,07“((;50)
2 7‘(450)

: (MOSMi)Ql(MOMl);l] }(L‘) (6)

where Aw = w,, — Nwy, is the intermediate frequency (IF)
(Nwy, is the Nth harmonic of the laser pulse spectrum), and
we have assumed that the average input intensity and the
intensity in the Nth pulse train harmonic are the same ((I;)).
The first term of (6) represents the receiver dc signal, while
the second term represents the receiver IF signal. If we write
r = |r|exp(—i®), such that

9, 7(¢0)
(o)

we see that there are generally two contributions to the IF
signal. These two terms have different dependencies on the
substrate parameters. The last term in (7) gives rise to the
wanted polarization rotation modulation, while the first term
results in a direct amplitude modulation (AM) due to the
time varying etalon reflection coefficient. Depending on the
substrate parameters and the polarization state of the incident
probe beam, either of these two terms can dominate [15].
Fig. 2 shows the reflectivity, together w1th each of the two
terms on the right-hand side of (7) times |7'| as a function of
substrate thickness, parameterized by the backside reflectivity.
Due to the sign change in the AM term at a roundtrip phase
of o, the total IF signal is, in general, an asymmetric function
of the substrate thickness. There is no way to separate the
two IF signal contributions in the receiver. However, if there
are no polarization dependent losses (M, = [, we neglect
any constant losses), the matrix M,SM; is unitary, and it can
be shown that (M,SM;),,(M,SM,),, is purely imaginary.
Therefore, the IF signal is proportional to 0, ® only. Thus,
any sampling system which is described by a unitary Jones
matrix (apart from an overall constant) will show no direct

= 8¢,0 ln|r(¢0)| - i8¢o¢'(¢0) 3 (7)
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Fig. 2. Theoretical curves for (a) the substrate etalon rcﬂcct1v1ty |r(¢ro)|
and the IF signal proportionality factors, (b) |r(do)>04, ®(¢0), and (c)
Ir(d0)|2 g, lnjr(go)|. ry = 0.565, 7, = 1.0, 0.7, 0.565, and 0.4.

AM. Conversely, to observe the direct AM term, the sampling
head Jones matrix has to be nonunitary.

Because direct AM complicates signal interpretation, it is
generally best to avoid polarization dependent losses in the
sampling head. Our initial setup used five dielectric coated
aluminum mirrors, and showed a 20% difference in loss for the
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two polarization eigenstates. Replacing the aluminum mirrors
with bare gold mirrors removed the unwanted polarization
dependent loss. With the gold mirrors, the Jones matrix of
the system could safely be treated as unitary, except for an
overall loss constant. In this case, the most general form of
the receiver signal can be expressed as

(L) = Ir(¢0)|” [ 13, )lff] ®)

where 15 and I} follow from (6). I3, and I7, do not depend
on the substrate parameters, and therefore represent the dc
and IF receiver signal in the ideal case, in which there is no
reflection from the front surface of the etalon and complete
reflection from the back (r = 1 and 9,5,® = 1); their values
are only determined by the orientation of the waveplates and
the crystal axes, and the applied microwave field. In general
Ir(¢o)|* and 84, (o), with ¢ a function of position, are
needed to de-embed the effects of the substrate variations.

+ a¢o

B. The Substrate Etalon

When fabricating microwave circuits on crystal wafers,
the substrate is usually lapped and polished down to the
proper thickness before a ground plane is deposited. Both the
lapping/polishing process and the metallization process affect
the optical properties of the substrate. A schematic depiction
of a typical GaAs substrate is shown in Fig. 3. The top surface
(air/GaAs) is usually very smooth and can be approximated
as a perfect optical interface with reflection coefficient 7y =
(nGaas — 1)/ (nGaas +1) =~ 0.565 (ngaas =~ 3.6). On the
back surface, a 200 A Ti layer, used as a bonding layer
between the GaAs substrate and the Au ground plane, has
been included. The Ti bonding layer is very lossy. With an
index of refraction ny; ~ 3.0 — ¢3.7 [16], it is nearly index
matched to the GaAs substrate and a large fraction of the
optical power is therefore coupled into the bonding layer.
The large imaginary component of the refractive index then
results in high absorption. A 200 A Ti layer backed by an
electroplated gold reflector (n 4, ~ 0.47 — 42.83 [17]) results
in a met back surface reflection coefficient of 5 ~ 0.55¢%77.
This low effective reflectivity can be further reduced due to
residual fine scale surface roughness.

A 0.3 pm grit was used in the final polishing step performed
on the wafer used in our experiment. This left a significant
residual fine scale surface roughness in the ground plane that
had to be included in the model of the substrate etalon. Details
of this model are presented in the Appendix.

- Under the assumption that the correlation length of the sur-
face corrugations is much less than the probe beam width, the

GaAs 1n=3.6

Ti n=3.043.7

Fig. 3. Schematic diagram of GaAs substrate.
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average etalon reflectivity is given by [(23) of the Appendix]
(Irgo)*) =
x

2,2(0_p2_ 2
r; + 72 — 2rgryr, cos gg — rgra(2=ri—ri) (1

_ 2
1—7'?7‘2 TT‘)

11— rpryrpeivo|”

where the angular brackets with subscript « denote a spatial
average over the beam spot, and the reduced backside refiec-
tion coefﬁcient due to the rms surface roughness is defined as
T, = exp{— <¢2> } The phase of r, has been absorbed into
¢o. Noting that |r|?04,® can be written as —Im{r*ds,7},
the IF signal proportionality constant follows as {(24) of the
Appendix]

<‘r(¢0)2l8¢0¢'(¢0)> = (1 - rfc)r-b Re

ido —rrp A+ rpe” %0 B
e

2 .
(1 - r}rf) (1 = ryrprpe=i®o)(1 — rfrbrre“f’())z

(10)
where
A = (1 — rjzc'rgrr)z —-(1- rr)2r]2er§ + (1 - Tf)r]zer{f (11)
B=(1—r¥r) + (1—r)2r%dr, + (1= r2)rk. (12)

As shown in Fig. 4(a), the phase uncertainty across the probe
beam reduces the contrast of the dc signal. For very small
surface roughness effects (r. ~ 1) and the 7, not too close to
¢, the effect of the roughness is almost identical to a slightly
reduced backside reflection coefficient (r3). For the IF signal,
shown in Fig. 4(b), the situation is different. In this case, for
very small roughness effects, the effect is similar to an increase
in the backside reflection coefficient. We note that both the
dc and IF signal dependence on r, are consistent with a
convolution of the signals with 7. = 1 with a phase uncertainty
function. In general, the surface roughness has to be treated
as an independent parameter if it becomes a significant factor
(i.e., if the data cannot be successfully de-embedded ignoring
the roughness parameter). However, in the small roughness
limit, one can avoid introducing this additional parameter, as
we discuss in the next section.

C. De-Embedding Procedure

It is evident from (9) and (10) that local variations in
the substrate thickness, on scales both longer and shorter
than the sampling beam diameter, can greatly affect raw
electrooptic sampling measurements of the spatial variation of
the microwave potential within a particular circuit. Accurate
determination of the microwave potential therefore requires
that a measurement of the local properties of the substrate
etalon be used to de-embed the effect of substrate nonuniformi-
ties. In this sub-section, we will present a technique which
uses the spatial variation of the dc receiver signal (which
gives the average total effective reflectivity of the substrate) to
compute a spatially varying correction factor. In Section IV,
other possibilities will be discussed.
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(17(¢0)|? Do B(0)) for various surface roughness parameters. ry = 0.565,
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From (6) it follows that the dc receiver signal is directly
proportional to the substrate etalon reflectivity. Inverting that
equation, we can express the cosine of the local phase delay
as

cos(go(z)] =
2,200 ;2 _p2
i3 g - L) (1 3) o) (14 i)
2rrpry[l — s(z)]
(13)
where s(x) is the normalized dc receiver signal
I(x) -1 in
S(.’I)) = Rmzn + (Rma.t + Rmzn)"'g)—_&— (14)

Imaa: + Imin )

I(z) is the measured dc receiver signal, Iin(mazx) 1S the mea-
sured minimum (maximum) dc signal, and Ry,.n(mae) 18 the
theoretical minimum (maximum) substrate etalon reflectivity
for a given ¢, 3, and r,.. It is assumed that one has measured
over a large enough area that the roundtrip phase has sampled
the full range from O to w. Once the local phase delay is
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known, the IF receiver signal proportionality factor can be

calculated as
(1 - 7';)7'1,

m: 1 222
=TTy

ry(B + Ar3e?) = rsre(A+ Bri) coslo(a)]

(Ir(60)/04,2(90) )

3 (15)
{1 + rirgr2 — 2rpmyr, cos[¢>0(x)]}

The de-embedding algorithm normalizes each spatial measure-
ment according to (14), and uses (13) and (15) to calculate
the proper local correction factor. The corrected IF data
(proportional to the microwave potential) are then calculated
according to

Imeas,IF

(Ir(90) 04, 2(0))

Ior =

(16)

In general, r¢, 1, and r, are unknown, and they will
vary from circuit to circuit, depending on the processing
used in fabricating the ground plane. However, for a well-
controlled fabrication process, it is reasomable to assume
that these parameters are constant across a particular circuit.
Furthermore, for a clean front surface, one can safely assume
that r; is given by the Fresnel reflection from an air/GaAs
dielectric interface (ry = 0.565). The other two parameters,
rp and r,., can be determined from a calibration standard

. with a known field distribution and a curve fitting technique.

For example, the field amplitude along a well-terminated
transmission line is known to be constant. Therefore, a single
scan electrooptic sampling measurement can be made along
such a calibration standard which has been included on the
substrate to be tested. Then, by assuming ry = 0.565 (or
some other appropriate value) and assigning reasonable values
to rp and 7., the data scan can be “corrected” according to
the procedure discussed above. The parameters can then be
adjusted to best match the inverted data to the known field
distribution. For the case of a constant field, this can easily be
done by minimizing the variance of the corrected data.

If the surface roughness is a weak effect, only one unknown
parameter (r;) is needed. In this case, satisfactory IF signal
correction (small variance) can be achieved by choosing an
rp value resulting in a theoretical dc signal contrast higher
than the contrast in the measured dc signal. As shown in the
previous section, on the IF data, a very small roughness effect
is similar to a slight increase in 3. Therefore, a good correction
of the IF data can be obtained by using a value of r, that
results in a higher contrast in the theoretical dc signal than
in the measured dc data. The only significant error in seiting
r» = 1 in this case occurs at isolated points close to the zero
crossings of the IF-correction factor. To avoid that, the errors
close to these zero crossings affect the fitting, all points whose
correction exceeded a certain threshold were dropped from the
variance calculation.
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III. MEASUREMENTS

The effectiveness of the de-embedding procedure proposed
in the previous section was tested with electrooptic sampling
measurements made along microstrip transmission lines fab-
ricated on a GaAs wafer. The wafer was lapped down to a
100 pm thickness and polished with a series of grits, the final
size of which was 0.3 um. A 200 A evaporated Ti layer was
used as an adhesive layer for the 5 pm electroplated gold
ground plane. A standard electrooptic sampling setup was used
for normal incidence reflection-mode probing of GaAs circuits
[14], [15]. As discussed in Section II-B, care was taken to
avoid any polarization dependent losses in the sampling system

by using uncoated Au mirrors. A modelocked Nd: YAG laser -

was used to produce 90 ps pulses with nearly Gaussian shape.
The average optical power incident on the circuit was kept
below 20 mW. The probe beam was focused to a spot size of
about 10 pm using a 5x microscope objective. To allow for
very accurate spatial scans, a wafer probe station was mounted
on a stepper motor controlled x-y platform, and a step size of
5 pm (much larger than the 0.1 um resolution of the stepper
motor stages) on a square grid was used. A video camera and
a TV monitor were used to precisely position the probé beam
at the starting position. The experiment was controlled from a
computer to automate the measurement process.

To fix the unknown global parameter r;, (we set r, = 1
consistent with small roughness effects) for the wafer under
consideration, a single spatial scan along a through-line of an
on-wafer microstrip TRL calibration standard was taken. Using
¢ = 0.565, r, was obtained by minimizing the variance of
the corrected data as described in the previous section. This
process is illustrated in Fig. 5, where we show the variance of
the corrected IF data as a function 7, [Fig. 5 (a)] and the spatial
variation of the corrected IF data [Fig. 5 (b)] for three different
values of 7. Compliant with the discussion in the previous
section, all points whose correction was larger than 30 dB
were dropped from the variance calculation. The value of 7
determined by the minimum variance of the corrected IF data
(ry = 0.43) is slightly higher than the value corresponding to
the measured contrast (r, = 0.41), even though the correction
of the IF data is very good, indicating the surface roughness
scattering is only a weak effect.

A 2D electrooptic sampling measurement was then made
right next to the terminated calibration strip as shown in
Fig. 6. The raw data are shown in Fig. 7. By applying the de-
embedding procedure described in Section II-C, we obtained
the corrected microwave potential shown in Fig. 8. Clearly,
there is a significant improvement in the de-embedded data as
compared to. the raw IF data [Fig. 7 (a)]. The residual spikes
along the locations of the minimums of the raw data are due to
the zero signal-to-noise ratio at these points (and the fact that
we set 7, = 1) resulting in an overcompensation. Physically,
the potential cannot vary this fast spatially, so with proper
processing these points can be taken out of the data without
loss of information. The resulting 2D potential, apart from
the spikes, is equal to what one would expect on a straight
microstrip transmission line.

A more interesting case is provided by the open-end mi-
crostrip line shown in Fig. 9. The raw data as measured
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Fig. 5. 9a) Variance of the corrected IF data as a function of backside
reflectivity, and (b) the spatial variation of the corrected IF data. The corrected
IF data for r, = 0.43 and 0.42 are displaced by —15 dB and —30 dB for
clarity.

at 5 GHz is shown in Fig. 10. After using the above de-
embedding procedure, the measurements were enhanced with a
simple postcorrection processing procedure. All points whose
correction exceeded a certain threshold (30 dB in this case),
were replaced by an average of two surrounding points. The
entire data set was then smoothed with a 10 point (50 ym)
square median filter, and the result is shown in Fig. 11.

IV. DISCUSSION

These initial experiments demonstrate the validity of the
models presented, and the feasibility of the de-embedding
process. The most serious problem is the vanishing signal-to-
noise ratio at the spatial locations where the optical beam sees
a resonant substrate etalon. The correction factors near these
points are quire large (>>20 dB) and are very sensitive to the
substrate parameters. The procedure presented here can have -

650 x 200 um

Fig. 6. Layout of the microstrip through-line. The microwave potential was
probed in the 200 x 650 pm? area. A measurement grid of 40 x 130 points
was used.
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Fig. 7. Measured variation of (a) the IF signal and (b) the dc signal next to
the microstrip through-line shown in Fig. 6.

large errors at these isolated points (lines). However, because
the potential cannot vary on the small length scale associated
with these uncorrectable points, an image processing algorithm
has been used to take advantage of this and to filter these
points. out of the data set. As demonstrated in Fig. 11, a

corrected £O signa\, dB8

Corrected microwave potential distribution next to the 'microstrip
through-line shown in Fig. 6.

Fig. 8.

Fig. 9. Layout of the microstrip open-end. The potential was probed in the

500 x 300 pm? area. A measurement grid of 100 x 60 points was used.
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®)

Fig. 10. Measured variation of (a) the IF 51gna1 and (b) the dc signal around
the mlcrostrlp open-end shown in Fig: 9.

/

median filtering seems to work well without a significant loss
of structure in the data. Spatial frequency domain filtering
could also be used to remove noise at the frequencies near
the inverse pixel spacing.

There are also a number of ways in Wthh the measurement
procedure itself can be modified to overcome the problem
of signal deterioration. The first, and. conceptually simplest,
is to use probe pulses much shorter than the optical transit
time of the substrate. In this case, the IF signal is only
weakly influenced by the variations in the substrate thickness
[15]. However, advanced (expensive) laser systems are needed
to generate the ultrashort (typically subpicosecond) pulses
required, and many practical applications do not need the
high temporal resolution afforded by such pulses. It is also
possible to use chirped (broadband) pulses whose temporal
coherence time is less than the substrate roundtrip time, so as
to reduce ‘interference effects. Gain switched semiconductor

Corrected microwave potential distribution around the microstrip
open-end shown in Fig. 9.

Fig. 11.
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lasers typically do have a very significant chirp, but it is
not enough to eliminate the interference completely. This
then leads to another parameter (temporal coherence time) in
the de-embedding algorithm, and therefore complicates data
processing.

For a practical, small, and economical system, one elegant
solution would be to use two laser wavelengths separated by
approximately one-half free spectral range of the substrate
etalon (typically on the order of one nanometer). Semicon-
ductor laser diodes can be temperature/injection-current tuned
to lock two lasers at such a wavelength separation by deriving
a feedback signal from the transmission through a tunable
etalon (e.g., an angle tuned air-spaced etalon). The two probe
wavelengths would be close enough together that the optical
properties of the sampling system would be the same, and
the beams from the two lasers could be combined into a
fiber and launched into the sampling system. When one
wavelength experiences a resonance, the other would be off
resonance, thereby maintaining a high signal-to-noise ratio.
The measurement data produced by such a system could
then be processed using a straightforward modification of the
technique presented here.

V. CONCLUSION

We have presented a technique for measuring the two-
dimensional microwave potential distribution on GaAs
microwave circuits. The technique is based on the direct
electrooptic sampling technique and a de-embedding pro-
cedure based on a theoretical model of the electrooptic
sampling system and circuit substrate. The model relates
the measured dc and IF signals to the applied microwave
signal and several unknown substrate etalon parameters, the
substrate optical roundtrip phase, the front and back surface
reflectivities, and a surface roughness parameter. The front and
back surface reflectivities and the surface roughness parameter
are determined from a single scan electrooptic sampling
measurement along a calibration standard (with known field
distribution) and a curve fitting technique. The microwave
potential is determined from the measured electrooptic signal
(IF signal) by deducing the local optical roundtrip phase from
the locally measured reflectivity (dc signal). The microwave
potential is then calculated from the measured electrooptic
signal using a model for the electrooptic sampling system
containing the global etalon parameters (ry, 7, and r,) and
the local roundtrip phase [¢g(z)].

The 2D microwave potential mapping system, with the
associated de-embedding algorithm, can provide accurate high-
resolution “images” of the potential near microwave devices.
Applying the technique to 50 2 microstrip lines on GaAs
substrates, we demonstrated 2D mapping with 50 dB dynamic
range and 10 pm spatial resolution. The measurement system
and de-embedding procedure are readily computerized and
automated to implement an automated 2D microwave potential
measurement system. Furthermore, by using diode lasers or
diode pumped solid state lasers, the cost and complexity of
the required equipment can be drastically reduced.
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APPENDIX

A: An Etalon with Rough Surfaces

In this appendix, we present an analysis of the effective
reflection coefficient and electrooptic sampling signal expected
from measurements performed on a circuit with mild surface
roughness. The analysis is based on a scalar Fresnel~Kirchhoff
diffraction integral [18], [19]. For a reasonably smooth surface
(locally flat, i.e., composed of irregularities with small curva-
ture), we can neglect the depolarization that will inevitably
occur with reflection from a rough surface [19]. The depo-
larization is significant only for large scattering angles, and
this light is not captured by the detector in the electrooptic
sampling system.

The Kirchhoff diffraction integral for the specular field
produced by the reflection of a plane wave from a slightly
rough surface A, at a distance r >> \/Z, can be written as

1
E.(z,y,2) = //A da’ dy =~
-exp{ik[ro + 2((z",y/ )]} Es(2", )

17)

where r is the distance from a point on the surface
[',9/,{(«’,9)] to the observation point (z,y,z), and rq is
the distance from the observation point to a point on the mean
surface plane (z’,4’,0). A point on the rough surface is defined
by its position (2, 4’) and height (in the z-direction) ¢(z,y').
If » >> A, then it is possible to approximate r ~ 7y so
that the only dependence on the surface roughness ((z’,v’)
appears in the exponential term. In the Fresnel approximation,
(17) looks like diffraction from a random phase grating. Thus,
the reflected field is proportional to the Fourier transform
of exp[i2k((z’,y’)] times a quadratic phase factor. We can
therefore write

Er(x7 Y, Z) ~ 6zkzei¢(w,y)Ei($7 y) (18)
where ¢(z,y) is a zero mean random phase factor, and
we have neglected the diffraction of F;. The average value
of the reflected intensity may be computed by using the
appropriate probability density function p(¢). The resulting
average reflectivity cannot, however, be used in the standard
formula for the etalon reflectivity, because the total reflectivity
is determined by the interference of the partial waves whose
phases results from an accumulation of surface scattering at
all previous round trips. However, each reflection producing
a partial wave can be treated as above, and be represented by
an equation like (18).

In order to model a wafer which has been well polished only
on one side, we consider an etalon with one smooth and one
rough surface. The total refiection coefficient from the smooth
surface can be expressed as the sum of an infinite number of
partial waves produced by reflections from the two surfaces.
Using (18), this can be written as

E.(z) = { —rp 4 (1= r3)rpedo
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(19)

where @ is the transverse position vector, E,(x) is the
spatial varying reflected (incident) electric field, and ¢; () is
the phase contribution due to surface roughness encountered
during roundtrip j through the etalon. ¢;(z) is a complicated
function of the surface properties and, at best, only the
statistical properties of the surface will be known. Therefore,
we can evaluate the reflected field only in a statistical sense.
¢(x) is effected by the surface roughness scattering at all
previous roundtrips. However, for an etalon much thicker than
the optical wavelength A, even small angle scattering causes
the resulting spatial translation after one roundtrip to be large
compared to the correlation length of the surface roughness
(which has been assumed to be quite short). Therefore, it is
safe to approximate the correlation functions as A

(gi()dj (")), = 8ij{¢;(x)d;(z)),

where the angle brackets indicate a spatial average. Further-
more, we assume that the correlation length of the surface
corrugations is much less than the probe beam diameter such
that we can use the approximatio‘n ' o

<¢J(m)¢a = <¢2> Sz ~ ')

where (¢*)_ is the rms phase deviation which is assumed to
be independent of j. It is quite reasonable to assume Gaussian
statistics for the surface corrugations such that we can write

<ei[¢k(w)‘¢l(m')]> = Fou(ti@s(a)),

\

(20)

eay

22)

With the above assumptions, we can sum the double series for
the reflected intensity and find (23). As shown in Section II,
the IF receiver signal is proportional to (E; 0y, E,) . Again,
we can sum the double series and express this proportionality
constant as shown in (23) and (24) at the bottom of the page,
where

2
A= (1 - r%r%e_%(‘bz)w) - (1 - e_"zl'<¢2)m)2r12cr§

+ (1 - e_<¢2> )r?rﬁ (25)
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B = (1—’r rie” -5{#), )
n (1 _ e—%<¢2>¢>2,«;rze—7<¢2>m
_ (1 _ e—<¢2>z)@ , (26)

Clearly, as (¢?) — 0 (ie., when there is no surface
roughness), (23) reduces to the previous expression for the
etalon reﬂect1v1ty, and (24) reduces to the previous expression
for the etalon effective storage time |r|>8,r/r [15].
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